Problem Resolution Report  worrrror crurman

" NG/CoSD-047 —

Tier II Storage Resource Unit and Pricing

Date: September 14, 2010

Summmé

In accordance with the provisions of the IT and Telecommunications Service Agreement dated
January 24, 2006 (“the Agreement™) by and between the County of San Diego (“County™) and
Northrop Grumman Information Technology, Inc. (“Northrop Grumman” or “Contractor”)
(hereinafter collectively referred to as “the Parties™) agreement is reached on the date shown
above,

Issue or Problem:

The Parties wish to provide for a new Resource Unit and Resource Unit Pricing for Tier Il
Storage. . '

Resolution:

1. Schedule 4.3 of the Agreement shall be supplemented as shown on Attachment A to this PRR-
047 (proposed changes highlighted in yellow for convenience of review),

2. Schedules 16.1-1 and 16.1.2 shall be supplemented by the addition of a Resource Unit and
associated unit pricing and other information as shown on Attachment B to this PRR-047,

************************

The resolution of the issue or Problem as described in this Problem Resolution Report shall

govern the Parties’ actions under the Agreement until a formal amendment of the Agreement is
" implemented in accordance with the terms of the Agreement, at which time thig Problem

Resolution Report shall be deemed superseded and shall be null and void. ~

All other terms and conditions of the Agreement remain unchanged and the Parties agree that

such terms and conditions set forth in the Agreement shall continue to apply. Unless otherwise
indicated, the terms used herein shall have the same meaning as those given in the Agreement.

IN WITNESS WHEREOF, THE Parties hereto, intending to be legally bound, have executéd by
their authorized representatives and delivered this Problem Resolution Report as of the date first

written above,

NORTHROP GRUMMAN INFORMATION
Cou OF SAN DIEGO TECHENOLOGY, INC, ]
By: %A&j—- 1 1 Pl By: - R ANSoN
.Name: ’3'”(/(.9_ fe:fr‘a 224 Name;__

Title: Mcuw; e réle:__&emag@m
Mm 09- &)~ /2 Date; lfgﬂ'gy&g 200
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6.8.
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Storage Services
6.8.1. Storage Services Overview

This section pertains to the Storage Services
component within the Data Center Services Framework. There are three
primary categories of data storage:

Attached Storage —Applies to all storage used to
store End-User Data that is directly attached to a physical Application Server
and includes Mainframe, VAX, VMS, AS/400, UNIX and WINTEL
Application Servers.

Shared Storage Services - this applies to a
centralized and consolidated storage environment for End-User Data and
includes Storage Area Network (SAN), and Network Attached Storage

(NAS). .

_ Immutable Storage — this applies to a dedicated
storage environment for maintaining a legal copy of records that are not
modifiable or changeable, they are immutable (for example the ARCC
Recording System). This environment must be replicated between the two
data centers to further meet legal requirements. Immutable storage consists of
two (2) twenty-six (26) terabyte storage systems, one deployed in the Plano
data center and one deployed in the Tulsa data center. Each components of the
storage system shall be categorized as (unit 1) “active” and (unit 2) “passive”.
In the event that the active component of the storage system fails, the passive
system shall be immediately and automatically be categorized as the active
system.

Replication shall be EMC unidirectional
Replication. :

Immutable Storage will be dedicated to the County
of San Diego, not leveraged with any other non-County .client. Initial
department will be ARCC; support may be expanded to include other County
of San Diego departments.

Services provided within the Storage Services
component (i.e., both Attached Storage and Shared Storage Services) include,
but are not limited to, end-user access, recovery (via backup and replication)
of all Storage Services assets, data protection, storage reporting to the
business unit, low org or end-user, storage capacity analysis, and storage
management. In addition, services provided within the Storage Services
include, but are not limited to, storage consolidation, tiered storage and
migration from Attached Storage to centralized Storage Services where
appropriate.
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Attached Storage is the directly attached storage
that resides on legacy Application Servers. The purpose of this storage type is
for those Application Servers that exist in the environment, will not be
immediately refreshed and contain End-User data. As Application Servers are
refreshed End-User data will be migrated from Attached Storage to Shared
Storage unless there are specific technical reasons why the End-User data
. must remain on Attached Storage.

The Shared Storage Services infrastructure shall be
a centralized, integrated, tiered repository for County generated data. The
purpose of the Shared Storage Services infrastructure is the elimination of
storage underutilization, avoidance of “islands of storage”, a decrease in
overall recovery time and efficiency .of storage administration and
management (including management of storage capacity). Application
Servers, as they are refreshed or newly acquired, shall be integrated into the
Shared Storage Services infrastructure.

Shared Storage Services will be broken down into
levels or types of storage. Level 1 will be high-performing storage technology
- with a high degree of I/O performance, and will contain mission critical data
for business operations. Level 2 will be low cost, high capacity storage that
does not require a high degree of I/0 performance and/or is viewed as
non-mission critical to business operations and may be considered near-line
storage. Tier III is archive storage managed through a File Management
Appliance (FMA). The FMA provides automated policy management to
move files to lower cost storage destinations.

The current configurations for each of the Level 1,
Level 2 and Tier IIl storage services utilize a shared SAN and backup
environment. The specific service definitions are listed below. Changes to
these configurations will be mutually agreed upon over the term of the
contract as technology changes.

Level 1 Storage — Shared Storage Environment
using Clarion EMC — Raid 5 High Performance Drives

Level 2 Storage — Shared Storage Environment
using Clarion EMC — Raid 5 Lower Performance Drives

Level 3 Storage — Shared Immutable Storage using
Centerra EMC

Tier IIT 3 Storage — Shared Storage Environment
using Celerra and Centera EMC devices.
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Storage Services (Attached or Shared) will be
measured by installed, usable capacity which does not include any data
replication or other storage requirements necessitated by the Contractor’s
Disaster Recovery or backup and recovery solutions. The growth of storage
capacity throughout the County needs to be predictable and managed.
Unmanaged data growth should be eliminated throughout the storage
infrastructure by implementing storage management and storage reporting.
Additional capacity to the shared storage environment, by level, will be
proposed by the Contractor and approved by the County.

6.8.2. Storage Services High Level Requirements

6.8.2.1.Develop a consolidated and centralized storage
environment

6.8.2.2.Provide dedicated Content Addressed Storage
(CAS) specifically for immutable data for the
County of San Diego.

6.8.2.3.Implement storage management processes and
procedures

6.8.2.4.Produce Storage Service reports by Storage type
and level down to the business unit, department and
End-User.

6.8.2.5.Enable efficient and effective Storage Services
management reporting to the business unit,
department and End-User

6.8.2.6.Implement centralized control and management of
the Storage Services infrastructure

6.8.2.7.Lower hardware and software maintenance costs
associated with Shared Storage Services

- 6.8.2.8.Manage data backups of Storage Services assets
with the intent to decrease recovery time

6.8.2.9.Provide automated backups over a network
connection to the back up site where required to
meet recovery times

6.8.2.10. Provide secure and bonded transportation and
offsite storage of backups
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6.8.2.11. Attached Storage Services assets shall be
refreshed on the same cycle as its associated
Application Server unless migrated to Shared
Storage

6.8.2.12. Shared Storage Services shall be refreshed at least
every five (5) years based on Contractor’s refresh
schedule of the shared storage environment and
upon prior notification to and approval of the
County

6.8.3. Storage Services Environment
6.8.3.1.Hardware and Software

The Storage Services environment will include data
from:

s End-User Data

End-User Data would be the data generated by a County
Portfolio Application used to deliver business valué to the County or its customers and stored
typically on Application Servers. Other End-User data are files generated by County End-Users
on Desktop Services assets using typically Office Automation tools such as Word, Excel and
PowerPoint. This data is broken down into various types, such as, user home drives, department
share drives, and enterprise share drives

e Mainframe

Mainframe will continue to utilize DASD for storage
requirements and will not be part of the centralized, consolidated shared storage environment.

e DECVAX '

DEC VAX will continue to utilize DASD for storage
requirements and will not be part of the centralized, consolidated shared storage environment.

e VMS

Refreshed or newly acquired VMS based servers will be

migrated into the Shared Storage Services. VMS based servers are refreshed at a rate of 20% a
year, so the expectation is that Storage consolidation will be achieved within five (5) years.

e AS/400

AS/400 will continue to utilize DASD for storage
requirements and will not be part of the centralized, consolidated shared storage environment,

»  Wintel

Refreshed or newly acquired Wintel Application Servers
will be migrated into the Shared Storage Services. Wintel Application Servers are refreshed at a
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rate of 20% a year, so the expectation is that Storage consolidation will be achieved in no more
then five (5) years.

¢ UNIX

Refreshed or newly acquired UNIX Application Servers
will be migrated into the Shared Storage Services. UNIX Application Servers are refreshed at a
rate of 20% a year, so the expectation is that Storage consolidation will be achieved in no more
then five (5) years. :

e EIOK

The E10K will continue to use current storage until it is
replaced/retired.

e CAS
Dedicated CAS environment will be utilized for
immutable storage requirements for ARCC and/or

other County of San Diego departments with similar
- requirements.

6.8.4. Storage Services Requirements, Roles & Responsibilities

A The folloWing table identifies the requirements,
roles and responsibilities associated with Plan, Build and Operate services.

Storage Services: Plan, Build and Operate
Requirements, Roles and Responsibilities _

Storage Services: Plan, Build and Operate Re

Produce and submit recommendations o
Architecture including Immutable Storage Services Architecture

2. Review and approve recommendations on Shared Storage Services
Architecture including Immutable Storage Services Architecture

3. Produce and submit plans on Shared Storage Services consolidation
and Application Server migration to Shared Storage Service X
environment on a yearly basis

4. Review and approve plans on Shared Storage Services consolidation
and Application Server migration to Shared Storage Service
environment on a yearly basis.

5.' Produce and submit Storage Services management policies/procedures. X

6. Review and approve Storage Services management
policies/procedures.

Produce and submit Storage Services reporting policies/procedures. X

Review and approve Storage Services reporting policies/procedures.

Produce and submit Storage Services policies and procedures - X
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Storage Services: Plan, Build and Operate Requirements,
Review and approve Storage Services policies and procedures

Roles and Responsibilities

11.

Produce and submit Storage Services refresh plan on a yearly basis

12.

Review and approve Storage Services refresh plan on a yearly basis

13.

_Produce and submit plans for meeting County Storage demands.

14.

Review and approve plans for meeting County Storage demands

15.

Produce recommendations for process ‘improvement in backup and
recovery for Storage Services assets.

16.

Recommend and submit recovery policies/procedures for Storage
Services assets.

17.

Review and approve recovery policies/procedures for Storage Services
assets. .

18.

Produce and submit recommendation on capacity management

19.

Review and approve recommendations on capacity management

20.

Produce and submit plans to add additional Shared Storage, including
additional immutable Storage

21.

Review and approve plans to add additional Shared Storage, including
additional Immutable Storage

22,

Produce and submit a data management strategy that will make certain
that commonly used data has a defined minimum set of characteristics
that include the following:

Definition of the data object (what is it?)
Reference (where and how is the data object used?)

Metadata (data object attributes, such as type, size, and range of
values) :

Ownership and governance (who owns data, definitions, content, and so
on?) :

23.

Review and approve data management strategy

24,

Implement that strategy using an Information Lifecycle Management
(ILM) approach to storing the data. Service shall be delivered for the
most prominent applications that benefit from early adoption of ILM.
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. Design and Implement recove
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On an initial and ongoing basis, evaluate the County's data to identify
redundancies, excess capacity, and opportunities for data consolidation
using strategies such as data warehousing and data archiving. This
rationalization will reduce the County’s data storage costs through the
following:

Leveraging centralized hardware

Reducing administrative costs by reducing the number of databases
Providing centralized data repository

Reducing costs by reducing under-utilized storage

Reducing and eliminating autonomous backup and recovery solutions
for centrally administered and managed backup and recovery

ry processe based on approved

Storage Services: Plan, Build and Operate Requirements, Roles and Responsibilities

policies/procedures ' X
27. Design and Implement Storage management processes based on
approved policies/procedures
28. Implement Storage Services Reporting
29. Design and Implement Storage consolidation based on approved
recommendations. .
30. Deploy, manage, communicate and report on activities related to X
Storage Services refresh
31. Review and approve Storage refresh report
32. Designh and Implement Storage provisioning and allocation processes
based on approved policies »
33. Design and implement capacity management X
34. Implement approved Storage Services policies and procedures X
35. Implement necessary physical and logical security to protect the
County's data (e.g. through access controls, storage network, and X

. including rak-ﬁx. for all Storage Services assets

host-based allocation controls, SAN zoning and host/array-level logical
unit (LUN) masking)

37.

Manage and support the Storage Services

P

38.

Produce and submit monthly Storage Services reports

x

39.

Review and approve monthly Storage Services reports

40.

Support Storage Services refresh

41.

Perform and support media management activities for Storage Services

42.

Manage and support the media requests

43.

Perform tapes mounts as required

44,

Perform special tape shipments as requested

45.

Load and manage third-party media as required

XX IX[X]X]|Xx
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Storage Services: Plan, Build and Operate Requirements, Roles and Re
. Prepare and manage media for use by microfiche service

sponsibilities

47.

Manage and perform file transfers and other data movement activities
related to break/fix or consolidation of Storage assets

48.

Perform data backups of Storage Services per approved policies and
procedures

49,

Perform recovery processes on Storage assets

50.

Perform storage utilization management

51.

Manage and maintain all Storage assets and services

52.

Manage and maintain backup media library

53.

Manage and maintain the Storage Services Assets

54.

Produce and submit Storage Management Reports

55.

Review and accept Storage Management Reports.
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